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This paper is devoted to the numerical solution of three-dimensional elliptic equations of a 
vector field in the region contained between two concentric spheres. The method of truncated 
series expansion in orthogonal functions is considered using Chebyshev polynomials and vec- 
tor spherical harmonics. Spectral algorithms are described for solving two-point boundary- 
value problems of the vector modes of the Poisson, Helmholtz, and biharmonic equations 
supplemented by boundary conditions typical of fluid dynamical applications. The accuracy of 
the algorithms is illustrated by computing some analytical single-mode examples. The 
proposed algorithms when combined with efficient transform techniques can be used to solve 
multi-mode nonlinear problems. 0 1985 Academic Press, Inc. 
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INTRODUCTION 

Numerical methods for solving partial differential equations in regions of 
spherical shape or contained between two spheres are of a great interest for many 
problems in fluid dynamics, astrophysics, and geophysics. In analytical as well as 
computational models describing phenomena in a spherical geometry, it is very 
common to assume the rotational invariance with respect to a fixed axis passing 
through the centre-the so-called axisymmetry. In this case a double simplification 
of the mathematical problem is attained since, on the one hand, the number of the 
independent (spatial) variables is reduced resulting in a two-dimensional problem 
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and, on the other hand, the dependent variables for vector problems can 
expressed simply in terms of scalar quantities such as the vorticity and stream 
function of a solenoidal velocity field. Although the assumption of axisymmetry is 
applicable to many important physical problems, there are also situations of great 
interest in which fully three-dimensional effects are significant. A few of them 
include the onset of instability of an incompressible flow past a sphere, the non- 
axisymmetric mode(s) of the viscous fluid motion in a narrow spherical gap 
between rotating spheres, natural convection patterns in fluid spherical mantles, 
hydro-magnetic coupling within a fluid sphere, etc. 

The aim of the present paper is to develop numerical methods for the solution of 
fully three-dimensional equations of a vector field in a region within two concentric 
spheres. The analysis will be limited to linear equations of elliptic type, such as the 
Poisson, Helmholtz, and biharmonic equations. Actually, most of the problems of 
physical interest are such that convection or advection effects are very important, if 
not dominant, and therefore the main need is for numerical methods for nonlinear 
equations. In many instances, however, methods based on the direct solution of the 
linear, second-order part of the equation have proved adequate to calculate 
solutions of moderately nonlinear problems by means of proper iterative schemes. 
For such a reason, the discussion will concentrate on algorithms for the direct 
inversion of the mentioned elliptic equations, to be considered as the algorithmic 
kernel for the iterative solution of truly nonlinear equations. 

The differential equations will be solved approximately by means of the method 
of truncated series expansion or spectral method using Chebyshev polynomials to 
represent the radial dependence and vector spherical harmonics to represent the 
angular dependence over the sphere (Sect. 1). Of the two bases of vector harmonics 
available to date, we have chosen the basis consisting of purely radial and tangen- 
tial fields, since it is more convenient to impose the gauge condition for a vector 
potential on the spheres (Sect. 2) and to impose the integral conditions required by 
the solution of the biharmonic equation as a system of two second-order equations 
(Sect. 4). In this basis the Laplace operator couples each radial vector component 
to one of the two tangential components. The original partial differential equation 
is thus reduced to a system of ordinary differential equations (two-point boundary- 
value problems) for the coefficients of the expansion which are coupled in pairs or 
uncoupled. After introducing a simple mapping of the radial variable, the radial 
part of the Laplace operator is transformed into a constant coefficient operator 
containing second-order and first-order derivatives; the transformed equations are 
then approximated using Chebyshev polynomials which provide very accurate 
solutions to boundary-value problems (Sect. 5). The Chebyshev approximation to 
the integral conditions for the biharmonic equation is also considered (Sect. 6). In 
the case of the Poisson equation, a method for solving the Chebyshev equations 
efficiently by reducing the matrix of coefficients to a quasi-pentadiagonal profile is 

proposed (Sect. 7). The spectral algorithms are employed in the solution of some 
analytical examples to assess the accuracy and convergence of the proposed method 
(Sect. 8). 



220 DENNIS AND QUARTAPELLE 

1. POISSON EQUATION AND VECTOR SPHERICAL HARMONICS 

Let us consider the vector Poisson equation 

-V2A=F (1.1 

to be solved in the three-dimensional space between two concentric spheres of radl 
rr and r2 ( >rl). In a spherical coordinate system (r, 8, CQ) with the origin at the ten 
tre of the spheres, the Laplace operator in Eq. (1.1) assumes the well-known fort-r 

la a 1 a V23-- y2- +--.- 
( ) 

a 1 a2 
r2 dr dr r2 sin 0 de ( 1 

sin t?-- a8 + 
r2@ (1.2 

and the spatial dependence of the vector fields A and F is expressed a 
A = A(r, 8, cp) and F = F(r, 0, cp). The unknown vector field A(r, 0, p), as well as th 
source field F(r, 8, p), can be expanded as a series of vector spherical harmonic 
YIIam(t?, cp) [l] with coefficients depending on the radial coordinate r. Thus we ma 
write 

where I* takes on the values I+ 1, 1, and I - 1. The vector spherical harmonic 
Yl&f9, 9) are defined in terms of the (scalar) spherical harmonics Y[JB, CJ.J 
through the relationships 

(1.4b 

where i 3 r/r denotes the radial unit vector. The scalar spherical harmonics are th 
orthonormalized eigenfunctions of the angular part of V2, i.e., 

(1.5 

From the orthonormality of the basis of the scalar functions Y,(O, cp), there follow 
the orthonormality of the basis of the vector functions YN+(Qr p) over the uni 
sphere, namely, if the bar denotes the complex conjugate, 
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The vector basis defined by Eqs. (1.4) is well suited for solving the vector Poisson 
equation (1.1) since each vector field YN*JO, cp) is a vector eigenfunction of the 
angular part of the Laplace operator. In other words, each vector spherical har- 
monic YI,*m(6, q) constitutes an invariant subspace insofar as, by virtue of Olsson’s 
expressions 11, pp. 84851, we have, for any function A(r), 

V*[I&) YP~(~~ 40)1= CGA(r)1 Yli+Ak cp), (1.7) 

where $J$ is the usual radial part of V* in spherical coordinates, i.e., 

d2 I 2 d 
%‘-$ 

l(l+ 1) 
r dr 2’ l=O, l,.... 

r 
(1.8) 

Therefore, by means of this basis, the vector Poisson (or Helmholtz) equation is 
reduced to a system of uncoupled, linear, second-order ODES for the scalar coef- 
ficients A [[+Jr), supplemented by suitable conditions, at Y = r1 and r = r2 (two-point 
boundary-value problems). However, the foregoing approach has the drawback 
that the spherical harmonics Y ,l*m(@ cp) have a mixed radial-tangential character. 
In fact, a direct inspection of Eqs. (1.4) shows that Y Ilm is purely tangential whereas 
Y /I+ lm have both radial and tangential components. Such a circumstance can cause 
difficulties in the treatment of the boundary conditions on the spheres and in the 
physical interpretation of results for problems of practical significance. 

A different basis of vector spherical harmonics which is orthonormal over the 
unit sphere and, in addition, has purely radial and tangential fields, is that con- 
sidered by Morse and Feshbach [2], namely, 

and B,=C,=O, 

I>:, (L9a) 

l>O, (1.9b) 

cd6 d = [Il(l+ 1)11,2 v x wd6 di, 1> 0, (1.9c) 

by definition. Notice that 3 x CJB, ‘p) = B,(8, cp) and 
P x B,(B, 50) = -C,(B, (p) so that, at any point (0, cp), B,(6), cp) . C,(@, q) = 0. 
However, in this basis the (angular part of the) Laplace operator is not fully 
diagonal, i.e., some invariant subspaces are multidimensional. In order to 
demonstrate this result, it is convenient to derive the rel.ationships for the curl and 
the divergence of the vector spherical harmonics defined by Eqs. (1.9). By simple 
calculations we obtain 

V x M(r) pde, dl = Ml+ i)]l/*F clm(e, 411, 

V x CA(r) h-d& &I = - 

(l.BOa) 

(1.1Ob) 
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Vx [A(r) C/J@, cp)-J = [Z(Z+ 1)11~‘$%‘,(~, q)+ (;+;) A(r) B,(& cp), (1.10~) 

(l.lla) 

V. [A(r) B,(8, q)] = - [Z(Z+ l)]“’ y Yh(R 401, (l.llb) 

V. CA(r) cd4 dl = 0, (l.llc) 

for any scalar function A(r). By means of these expressions, it is not diflicult to 
obtain 

V’CA’W pIm(e d + 4r) B,(R v) +A3(r) c,m(e, 4011 
= (p,(4 40, B,(e, CP), cd4 CP))- DA(r), (1.12) 

where the dot denotes the scalar product between vectors, A(r) = (A’(r), A2(r), 
A3(r)) and D, is the matricial differential operator 

%-$ 
2[Z(Z+ 1)-J”’ o 

r2 

D,r 
2[Z(Z+ 1)y 

r2 3 0 

0 0 3 

1 (1.13) 

I 
acting on vector functions of the single variable r. For each value of the pair (I, m) 
(I> 0, Jm( <I) there are two invariant subspaces: the first subspace is spanned by 
the normal spherical harmonic P,(B, q) and the tangential spherical harmonic 
B,(8, cp), which are coupled by the operator V2; the second space is spanned 
instead by the single tangential spherical harmonic C,(B, cp). In the present work 
the basis defined by Eqs. (1.9) is preferred due to its advantages in the treatment of 
the boundary conditions in problems of physical interest. 

The unknown A(r, 8, cp) of Eq. (1.1) is expanded as 

(1.14) 

and similarly the source term F(r, B, cp). For each pair (Z, HZ) the vector A,(r) f 
(A:,(r), A&(r), A;M(r)) will be referred to as a vector mode of the representation 
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given by Eq. (1.14). Using such an expansion, for each vector mode Eq. (1.1) 
provides the ordinary differential problem 

i.e., a system of two coupled second-order equations pl.us a single second-order 
equation uncoupled from the others. These equations are supplemented by boun- 
dary conditions at Y = y1 and r = r2 which will be discussed in the next section. 

2. BOUNDARY CONDITIONS 

Two types of boundary conditions for the vector Poisson equation (1.1) are con- 
sidered: 

(i) Dirichlet conditions for the three components of A; 
(ii) a combination of two Dirichlet conditions for the tangential components 

with a mixed condition stemming from the gauge condition V. A = 0. 

In the first case, using spherical coordinates, the boundary conditions read 

A(r, 8, cp) Is = a(6, cp), 

where S indicates both spherical surfaces r = rl and r = r2 and a(f3, q) denotes the 
vector field prescribed on S. (There are two such a boundary data, one for each 
sphere, but we use only one symbol for notational simplicity.) By expanding a(9, fp) 
in vector spherical harmonics 

we immediately obtain the boundary conditions for the differential equation (1.15) 
given by 

When the field A is a vector potential, it is very common to require that A satisfy 
the gauge condition V * A = 0. In this case, we must impose the boundary condition 
expressed by 



224 DENNIS AND QUARTAPELLE 

Using the expansion (1.14) and Eqs. (Lll), we obtain, for each vector mode, the 
Robin-type boundary condition 

[( 1 $+f A;,(r)- c4z-t W’ A2 r Im 
lr) II =o s (2.5a) 

which couples the first and the second components of the vector mode. The other 
two conditions are typically Dirichlet conditions for the tangential components of 
the mode, namely 

and 4&%=&c 

It is noteworthy that the boundary conditions (2.5) have the same block structure 
as the differential system (1.15). 

In the particular case I = m = 0, the first equation of (1.15) and the Robin con- 
dition (2.5a) become 

(2.6a) 

(2.6b) 

respectively. However, the problem defined by Eqs. (2.6) is indeterminate. In fact, 
we immediately see that 

so that, due to boundary condition (2.6b), A&,(r) is determined up to an additive 
term (Y/Y~)-*, with arbitrary rO. In order to fix the solution uniquely, the value of 
A&,(r) at, say Y = Ye, must be specified. Therefore for I= m = 0, condition (2.6b) at 
Y = rl is replaced by the Dirichlet specification 

A~oWIr=r, =a (2.6b’) 

3. HELMHOLTZ EQUATION 

Another elliptic equation, very often encountered in the solution of physical 
problems, is the Helmholtz equation 

(-V2+y)A=F, (3.1) 

y being a positive constant. Helmholtz equations are typically obtained when 
parabolic equations for transient problems are discretized in time using the finite 
difference method; in such a case y is a quantity proportional to the reciprocal of 



SPECTRAL METHODSFOR ELLIPTIC EQUATIONS 225 

the time step. The corresponding equations for the coefficients of the expansion in 
vector spherical harmonics are 

C-D,+ ~0) A,(r) = F,(r)> WI 

where 0 is the 3 x 3 identity matrix. The boundary conditions more frequently 
associated with Eq. (3.2) are the Dirichlet conditions given by Eq. (2.3). 

4. BIHARMONK EQUATION 

4.1. Bihavmonic Equation in Factorized Form 

A third elliptic equation of interest in fluid dynamical problems is the biharmonic 
equation 

V4A+-V')(-V')A=F. (4.1) 

In view of its application to time-dependent problems of an incompressible viscous 
fluid (e.g., see [3]), we consider the slightly more general equation 

(-V'+y)(-V2)A=F, (4.2) 

where y is a constant. Instead of solving Eq. (4.2) as a single fourth-order equation, 
we prefer to split or factorize it into a system of two second-order equations by 
introducing an intermediate variable 5; i.e., we write 

(-V'+y)&=F, 

(-V*)A=<. (4.3~) 

In a fluid dynamical context, A is the vector potential of the solenoidal velocity 
field u so that u= V x A and < = V x u is the vector vorticity. The boundary con- 
ditions which supplement Eq. (4.2) and henceforth Eqs. (4.3) are more complex 
than those relative to second-order elliptic equations and will be discussed in the 
following with reference to fluid dynamical applications. 

4.2. Boundary Conditions 

Let us now derive the complete set of boundary conditions when the velocity 
field u is prescribed on the two spheres, i.e., u JS = b with b a prescribed vector. 
Under the assumption that V. F = 0, the solenoidal character of the vorticity he1 
will be assured by imposing the boundary condition 

v . iJ s = 0. (4.h) 

581/61/Z-3 
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Since the tangential components of II = V x A on S are prescribed, the vector poten- 
tial A must satisfy the derivative conditions 

PxA),ls=b, and PW,Is=brp. (4.4b) 

The radial component of u on S is also prescribed and therefore (V x A), 1 s = b,. It 
is possible to show [4] that this condition can be translated into equivalent con- 
ditions for the tangential component of A, according to the relationships 

&ls=ao and A’PIS=aq, (4.4c) 

where a, and aq are to be determined in terms of the boundary datum b,. Finally, 
from the gauge condition V. A = 0 which has been implicitly assumed when writing 
-V2A = 5 in place of V x V x A = 5, we find the boundary condition 

V.Als=O. (4.4d) 

By expanding the fields F, 5, A as well as the boundary data b, a in vector spherical 
harmonics, the system of differential equations and boundary conditions governing 
the two vector modes Cl,(r) and A,(r) is obtained. By omitting the subscript 
indices I and m, for simplicity, the differential equations are 

(4.5a) 

(4.5b) 

whereas the boundary conditions (4.4) become, by virtue of Eqs. (1.10) and (l.ll), 

(4.5c) 

(4Sd) 

CZ(Z+ 1)l”’ A2 =. 
r II ’ s 

A2jS=a2 and A31S=a3. 

(4.5e) 

(4.5f) 

The form of, the boundary conditions (4.5c-f) is such that an independent 
solution of the equations for c and A is not possible. In fact, the boundary con- 
ditions for the two tangential components of 6 are missing, whereas there are two 
redundant boundary conditions for A, i.e., conditions (4.5d), which couple the 
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equations for 4 and A. It is remarkable, however, that this coupling has the same 
block structure as the operator DI since the first condition of (4Sd) couples A” and 
A2 whereas the second condition leaves the component A3 uncoupled. 

4.3. Integral Conditions 

The equations for 4 and A can be split by introducing conditions of an integral 
character for the variable c much in the same manner as in the case of the scalar 
variables vorticity and stream function for two-dimensional problems [IS]. The 
integral conditions for the vector variable c come from an application of the 
Green’s identity for the operator D,, namely, 

‘2 

, 
II 

(4.6) 

where A = A(r) and B = B(r) are arbitrary vector functions. Identity (4.6) is a 
straightforward consequence of the corresponding identity for the operator $3) (see, 
e.g., [6, 71). By taking BE XI with D,II = 0 and - D,A = c, identity (4.6) provides 

(4.7) 

By a suitable choice of the boundary conditions for 4, the boundary values of A 
and dA/dr in the right-hand side of Eq. (4.7) can be expressed in terms of the boun- 
dary data. Let q be any solution of the problem 

D,rl = 0, (4.8a) 

ii 1 -$+; I+ C4l-t 1)1”2 $ 
iI 

=,o, 
r 

V21SfO> ‘131Sfo. (4.83) 
s 

By using the boundary conditions (4Sd) and (4Se) to eliminate dA/dr in favor of A 
and then employing the boundary conditions (4Sf), Eq. (4.7) provides the integral 
conditions 

s ry (i”q’ + C’q’) r2 dr = [r2~b3~2+a2~(~+~)~2-[i’1’~1’11’2~1~)]~~, (4.9’) 

I r2~3~3r2dr=[r2{-b2~3+a3(~+~)~3~]~~. 
r1 

(4.9“) 

It is noteworthy that two expressions are obtained from the single equation (4.7) 
since the nonhomogeneous boundary conditions for q2 and q3 in problem (4.8) can 
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be specified independently and the block structure of DI leaves q3 uncoupled from 
the components vi and $. By virtue of the integral conditions (4.9), the problem 
defined by Eqs. (4.5) can be restated in the split form 

(-D,+yfl)<=F, 

W” p 
II 

=o 
s 

s rT ((‘q’ + c’$) r2 dr 

(4.10a) 

(4.10b) 

s 
r2,q3r2dr=[r2{-b2q3+03(~+~)q3]]~~; 
r, 

-D,A=<, 

CZ(Z+ WA2 =. 
r II ’ S 

A2(s=a2, 

A31s=a3. 

(4.1Oc) 

(4.10d) 

(4.1 la) 

(4.1%) 

(4.11c) 

(4.1 Id) 

It is remarkable that the integral conditions (4.10~) and (4.10d) have the same 
block structure as the differential operator D,. Also notice that two linearly 
independent solutions to problem (4.8) need to be considered in each expression 
(4.10~) and (4.10d). 

In order to impose the integral conditions directly, the analytical solutions of 
Eqs. (4.8) have to be determined. Another method for making such conditions 
satisfied, although in an indirect manner, is provided by the influence matrix 
method. This method has been employed in the solution of the equations for incom- 
pressible viscous flows to determine the lacking boundary values of the pressure 
[S, 91 and to impose the integral conditions of the scalar vorticity [S]. The 
influence matrix method avoids the explicit determination of the solutions q(r) but 
requires the solution of a double number of equations with respect to the method 
based on the direct use of the integral conditions. Therefore, in the present work the 
direct method has been preferred. 

When applied to the calculation of incompressible viscous flows, the scheme 
based on Eqs. (4.10) and (4.11) is alternative to the method using poloidal and 
toroidal scalar potentials for the representation of a solenoidal vector field in a 
spherical region [6, 71. 
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5. DISCRETIZATION OF THE RADIAL DEPENDENCE 
BY CHEBYSHEV POLYNOMIALS 

The Chebyshev polynomials are now employed to obtain approximate solutions 
to the two-point boundary-value problems formulated in the previous sections 
[lo]. In order to obtain constant coefficient differential equations in the radial 
direction, a logarithmic variable x is introduced by means of the transformation 

which maps the interval r1 < Y < r2 on the interval - 1 <x < 1. In the new variable, 
the system of equations (1.15) for the Poisson problem assumes the form 

- Dl”)A(x) = r: exp[2(x + 1)/a] F(x), (5.2) 

where CI = 2/ln(r,/r,) and the differential operators 

i 9p 0 - 2 2[1(E+ 0 l)]“’ 0 
enpz Z[l(Z+ 1)-J"' 3)"' 0 (5.3) 

9j"' 
and 

(5.4) 

have constant coefficients. Let us first consider the scalar equation for the 
uncoupled component A3 and write A3 = A, for simplicity. The differential equation 
supplemented by Dirichlet boundary conditions can be written in the form 

-9j”)A(x) = ri exp[2(x + 1)/a] F(x) (5.5a) 

A(+l)=a+, (5.5s) 

where a- = a(rl) and a+ = a(r2). Let us then expand A(x) and F(x) as a truncated 
series of Chebyshev polynomials T,(x) z cos[n toss”(x)] Cl l-131, to obtain 

A(x)= 2 AT,(x) and F(x) = 2 F,T,(x). (5.61 
n=O ?I=0 

The discrete form of the problem defined by Eqs. (5.5) is provided by the tau 
method [ll, 131 as 

- $A (2) _ n ctA;l)+ Z(E+ 1) A, = f E,,tI;,,, O<n<N-2 (ml) 
n'=O 
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where the notation $t) indicates the coefficients of the ith derivative of a Chebyshev 
series with coefficients $,. The matrix E,,,, in Eq. (57a) is defined by 

+1 exp[2(x + l)/~] T,,(x) T,,(x) dx %~=(~ca)wlr?j-l (1 -g)U2 ’ (5.8) 

where c0 = 2 and c, = 1 for II > 0. If instead of the Dirichlet condition one considers 
the Robin condition for the uncoupled component A3, for instance, the second 
boundary condition of Eqs. (4.5d), Eqs. (5.5b) and (5.7b) would be replaced by the 
equations 

( 1 @$+l A(Sl)=exp[(+l+l)/a]b’ 

and 

.f,(- cm2+1)(+1)“A~=exp[(+1+l)/a]b’ 

(5Sb’) 

respectively, where b- = b(r,) and b+ = b(r2). 
The system of two coupled equations for A’(x) and A2(x) can be handled in a 

quite similar way. Using the ordering AA, AZ, Ai, AZ,..., Afy, Af,, of the unknowns, 
the linear system of algebraic equations has the same structure as the linear system 
for Ai, A:,..., A$ with scalar coefficient replaced by two-by-two matrices. Both 
systems can be solved efficiently by means of the algorithm for inverting the 
operator 91”) to be presented in Section 7. 

In the case of the Helmholtz equation, the transformed equations are more dif- 
ficult to solve due to the presence of a variable coefficient term. In fact, after the 
change of variable, Eq. (3.2) reads 

[ - ED!“) + yrf exp[2(x + 1)/a] 0] A(x) = r: exp[2(x + 1)/a] F(x). (5.9) 

For instance, the Chebyshev equations for the third component A3 = A are 

- a2/4 (2) - aA n (“+1(1+1)A,+y 2 En.,An,=n$oEnn,Fn,, I? (5.10a) 
n’= 0 

(5.10b) 

The presence of the full matrix En,,, on the left-hand side of Eq. (5.10a) prevents 
use of the efficient algorithm which deals with the constant coefficient equations. In 
the numerical examples to be discussed, the full matrix system for Helmholtz 
problems is solved by a direct UL factorization without pivoting. The efficient 
iterative method developed by Orszag [14] for solving equations with variable 
coefficients could also be employed for the Helmholtz equations considered. 
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6. CHEBYSHEV APPROXIMATION TO THE INTEGRAL CONDITIONS 

As far as the integral conditions (4.10~) and (4.10d) are concerned, after transfor- 
mation (5.1) they can be written as 

r: [+l 
ril J_, (h1+~2~2)exP[3(x+ 1)/a] dx 

r : - o1 jIll C3v3 expCW + lb1 dx 

where r = r(x) = r, exp[(x + 1)/a]. The functions q(x) = (g’(x), q2(x), q3(x)) to be 
used in Eqs. (6.1) and (6.2) are the linearly independent solutions of the system 

They can be chosen as the functions (q’, q2, O)* which satisfy the Robin-type boun- 
dary condition in Eq. (6.3) together with the boundary conditions for the second 
component given by 

r/-(-l)= 1, q2-(+f)=O; 

r/2+(-1)=0, Yj2+($1)=1; 

and as the functions (0, 0, y3)* which satisfy the boundary conditions 

$-(-l)=l, ?$-(+1)=0; 

r/3+(-1)=0, $+(+l)=l. 

The analytical solutions (q’, q2, 0) k are easily found to be, for any I > 0, 

_+I 112 p(x) = 
2 sinh[(21+ 1)/a] expC(i(z+2)+(E-l)x)/al 

(6.4a) 
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t-1 
rl2’(X’ = 2 sinhl(22 + 1)/g] (expC(+(z+2)+(l-l)x)/cll 

(6.4b) 

whereas the solutions (0, 0, r13)’ are found to be 

p(x) = I1 
2 sinh[(21+ 1)/a] {expC(I:(f+ l)+lx)/@l 

-exp[(fE-(I+ 1)x)/a]}. (6.5) 

Considering the uncoupled component c3 = [, for simplicity, the integral conditions 
(6.2) become in the Chebyshev representation 

where q’ stands for q3* and the coefficients h: are defined by the integrals 

h” =zl’j ~‘(x)exp[3(x+ 1)/a] T,(x)dx. 

(6.6) 

(6.7) 

Since Chebyshev functions T,(x) are polynomials in X, the integrals in expression 
(6.7) can be evaluated analytically. Equations (6.6) for the integral conditions on 
c = c3 supplement the Chebyshev equations approximating the Helmholtz equation 
for 13. 

7. REDUCTION OF CHEBYSHEV EQUATIONS TO 
QUASI-PENTADIAGONAL FORM 

A well-known disadvantage of spectral methods with respect to finite differences 
or elements is that spectral approximations lead to full matrices. In the linear 
system (5.7), for instance, all coefficients in the upper triangle are different from 
zero. In the particular case of constant coefficient equations, the matrix coefficients 
are, however, distributed according to a regular pattern which can be exploited to 
recast the matrix in a banded form. The matrix corresponding to the Chebyshev 
approximation to the operator (d2/dx2 - k) can be made pentadiagonal, but for the 
boundary condition equations, by the elimination scheme recently suggested in 
[I 151 (see also [13], pp. 119-120), although already considered in the older 
reference [16] pointed out by a reviewer. With minor modifications, this scheme 
can also be applied with the first derivative, as described below. Let us rewrite the 
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ordinary differential problem (5.5) with constant coefficients in the slightly more 
general form 

tA”+uA’+vA=G, 

A(11)=a’, 

where t, u, and v are known constants and the prime denotes 
respect to x. The corresponding Chebyshev equations provided 
[13] are 

N N 

(7.h) 

the derivative with 
by the tau method 

t px:,2 p(p2-nnZ)Ap+2u c pAP+vc,A,=c,G,, Ofn<N-2, (7.2a) 
p=n+t 

p+llWW ptnodd 

f (+l)“A,=a*. (7.2b) 
?I=0 

For 2 d n < N - 4 (we assume N > 6) we can consider a linear combination of Eqs. 
(7.2a) in the form 

Eq(n - 2)/[4n(n - l)] - Eq(n)/[2(n2 - l)] + Eq(n + 2)/[4n(n + l)], 

where Eq(n’) means Eq. (7.2a) for n = n’. By means of simple calculations we obtain 

DC*-2 

4n(n - 1) 
A .i2+$An-t+i’-2(n:l-l)lA,--XA.+t+4n(~+l)A,+2 

cn-2 
G,-2- 

1 1 
=4n(n- 1) 2(n2- 1) ‘,+4n(n+ 1) 

G 
n+2’ 

2<n<N-4. 

The linear system (7.2) is thus replaced by the equivalent one composed by Eqs. 
(7.2b), corresponding to the boundary conditions, Eqs. (7.3) for 2 d n < N - 4, and, 
finally Eqs. (7.2a) for N-5<n<N-2. In total we have 2+(N-5)+4=N+I 
equations for the N+ 1 coefficients (A,). The structure of the resulting matrix is 
shown in Fig. 1, where it appears to be basically pentadiagonal except for the first 
two rows, whose elements are all different from zero, and the fourth row from the 
end, which contains an extra nonzero element. It is important that the first two 
equations of the linear system be Eqs. (7.2b) for the boundary conditions when the 
system is solved without pivoting. In fact, if the system is ordered with the boun- 
dary condition equations placed at the bottom, as N increases the relative error of 
the solution does not decrease to the machine accuracy level and then level out, as 
it should. On the contrary, after a certain value of N it starts increasing. Con- 
vergence to machine accuracy is obtained instead without requiring the use of a 
pivot if the first two rows of the matrix correspond to the boundary conditions 
(7.2b). An apparent disadvantage of such an ordering is that the EIJ factorization 
fills the zero coefficients in the upper triangle with nonzero values; this incon- 
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cl=gI dz=gg, e3=g3 g4 gs g, 
bIGhI c2=h2 d3sh, e4=h4 h5 h, 

al b2 c3 d4 es 
a2 b3 c4 ds e6 

B"-2 gn-1 g, 
hn-z h,-, hn 

anm6 b,-, en-4 4-3 en-2 
anm5 bnd4 c,-3 dn-, en-, 

a,,-4 b-3 cn-2 4-I 

an-3 L2 C,-1 

an-2 b-1 

f 
en 
4, 
cn 

FIGURE 1. 

venience can be however eliminated by resorting to a UL factorization, as suggested 
by Zang [17]. The Appendix contains the algorithm for performing the UL fac- 
torization and the corresponding backward and forward substitutions of the quasi- 
pentadiagonal matrix shown in Fig. 1. 

The operation count of the proposed quasi-pentadiagonal algorithm is O(N) so 
that the rate-determining step of the solution of Eqs. (5.7) is the formation of the 
right-hand side of Eqs. (5.7a) which requires O(N2) operations. In order to actually 
exploit the efficiency of the algorithm the right-hand side of Eqs. (5.7a) can be for- 
med by first evaluating r: exp[2(x + 1)/a] t’(x) at the Chebyshev points and then 
applying the Fast Fourier Transform to the vector of the gridpoint values of this 
function. If F(x) is known only by means of its Chebyshev coefficients, an 
additional anti-transform step is required to obtain the gridpoint values of F(x). 
The above transform method, however, has not been employed in the numerical 
examples to be shown in the next section. 

8. NUMERICAL EXAMPLES 

In order to compare the Chebyshev approximations with the exact analytical 
solution we proceed as follows. The assumed exact solution A,(x) is differentiated 
analytically to obtain the exact source term F,(x). A Chebyshev approximation 
F(x) to the latter is obtained from the truncated series 

with the coefficients F, evaluated by the expressions 

F, = i i jto $. Fe(xj) cos(nj4N), O<n<N, 
n 

(8.2) 
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where xj=cos@/N), O<j<N, F,=2, Fj= 1 for 1 <j<N- I and C,=2. From the 
computed coefficients A, of the approximate solution A(x), point values A(.xj) are 
determined by means of the expansion 

A(xj) = f  A, COS(U2j7T/N), OGj<N. (8.3) 
FZ=O 

The relative L, error of the Chebyshev approximation is then defined in the stan- 
dard way by the equation 

where IIAlj2=(A,A)=jt: [A(x)]‘(l-~~)~‘~~dx. The weighted integral is 
evaluated according to the quadrature formula [lg] 

i 
+I F(x) dx 

=z 2 F(x,). 
e-1 (l-x2)1/2 N+ lizO VW 

The first example considered here is the solution of the 1= 2 vector mode of the 
Poisson equation supplemented with Dirichlet boundary conditions. The relative 
errors of A r, A,, and A3 for different values of N are given in Table I, where the 
convergence rate of infinite order typical of spectral approximations is clearly seen. 
Although the present example pertains to a narrow gap, the methods proposed in 
this paper can also be applied to problems with an up to infinite region around a 
sphere, by truncating the infinite domain at a large but finite radius [19]. If the 
asymptotic behaviour of the solution as Y + co is known, an optimum domain size 
for a fixed number of Chebyshev polynomials can be estimated [ZO]. 

The use of different boundary conditions of purely Dirichlet type, Eq. (2.3), or 
combined Robin and Dirichlet type, Eqs. (2.5), for the Poisson equation has then 

TABLE I 

Poisson Equation with Dirichlet Boundary Conditions 

Relative error 

N A* A2 A3 

10 0.27(-3) 0.13(-2) 0.36(-2) 
14 0.37(-6) 0.22(-5) 0.76(-5) 
18 0.15(-9) O.lO(-8) 0.44(-8) 
22 0.16(-13) 0.13(-12) 0.61(-12) 
26 0.91(-16) 0.74(-16) 0.23(-15) 
30 0.94(-16) 0.75(-16) 0.12(-15) 

Note. 1 <r < 1.1; I= 2; A(r) = (cos 90r, sin lOOr, cos 1OOr). 
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TABLE II 

Comparison of Different Boundary Conditions for the Poisson Equation 

Relative error 

Dirichlet conditions Robin and Dirichlet conditions 

N A, ‘42 A3 Al A2 A3 

8 O.SO(-3) OSO(-3) 0.49(-3) 0.72(-3) OSO(-3) 0.49(-3) 
16 O.lO(-8) O.lO(-8) O.lO(-8) 0.15(-8) O.lO(-8) O.lO(-8) 
24 0.42(-15) 0.42(-15) 0.42(-15) 0.63(-15) 0.42(-15) 0.42(-15) 
32 0.19(-16) 0.19(-16) 0.34(-16) 0.48(-16) 0.29(-16) 0.33(-16) 

Note. 1 < Y < 2; I= 5; A(v) = (e5: es’, e5r). 

been addressed and the respective errors have been given in Table II. Since the 
analytical solution A(r) = (e5r, esr, esr) does not satisfy the homogeneous condition 
(2.5a) an appropriate source term has been appended to the right-hand side. From 
the results it appears that the Robin condition deteriorates the accuracy of the com- 
ponent Ai only marginally (with respect to the use of Dirichlet conditions) whereas 
it does not affect at all that of the component A, which is coupled to A, for 
I= 5 > 0. The solution of a vector mode of the Helmholtz equation with y = 1 has 
also been considered and the results are shown in Table III. The numerical errors 
are found to be identical to those (not reported in Table III) of the corresponding 
Poisson equation (y =O). In other words, the accuracy of the algorithm is not 
strongly dependent on the term yA for y = 0( 1). 

Three examples dealing with the fourth-order equations in factorized form have 
then been considered. In all cases the integral conditions for c have been imposed 
directly according to the method described in Section 6. Table IV shows the rate of 
convergence of 5 and A in the case of the biharmonic equation. For comparison we 
give in Table V the errors for the same problem solved with the aid of the influence 

TABLE III 

Helmholtz Equation with Dirichlet Boundary Conditions 

Relative error 

N A, ‘42 A3 

8 0.23(-l) 0.41(-l) 0.12( 0) 
12 0.15(-3) 0.37(-3) 0.39(-2) 
16 0.60(-6) 0.27(-5) 0.46(-4) 
20 0.22(-8) 0.17(-7) 0.55(-6) 

Note. i ,< r $1; y  = 1; I= 5; A(r) = (cos 8r, sin lOr, cos 12r). 
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TABLE IV 

Biharmonic (Poisson-Poisson) Equation 

Relative error 

6 0.34(-2) 0.73(-2) 0.14(-l) 0.34(-2) 0.53(-2) 0.10(-l) 
8 0.14(-3) 0.44(-3) O.ll(-2) 0.12(-3) 0.34(-3) 0.87(-3) 

10 0.58(-5) 0.23(-4) 0.72(-4) 0.55(-5) 0.18(-4) 0.57(-4) 
12 0.22(-6) O.ll(-5) 0.42(-5) 0.21(-6) 0.91(-6) 0.34(-5) 
14 0.85(-S) 0.51(-7) 0.32(-6) 0.80(-8) 0.41(-7) 0.18(-6) 
16 0.30(-9) 0.21(-8) 0.17(-7) 0.28(-9) 0.17(-8) 0.91(-8) 

Note. f < ,. < 2; y = 0; I= 3; A(r) = (t~“‘~)~, ezr, e(5’2)r). 

TABLE V 

Biharmonic (Poisson-Poisson) Equation. Influence Matrix Method 

Relative error 

6 0.14(-l) O.lO( 0) O.ll( 0) 0.87(-2) 0.70(-2) 0.13(-l) 
8 0.83(-3) 0.52(-2) 0.69(-2) 0.43(-3) 0.39(-3) 0.97(-3) 

10 0.41(-4) 0.25(-3) 0.40(-3) 0.20(-4) 0.20(-4) 0.61(-4) 
12 0.20(-5) 0.12(-4) 0.23(-4) 0.98(-6) O.lO(-5) 0.36(-5) 
14 0.94(-7) 0.56(-6) 0.12(-5) 0.45(-7) 0.45(-7) 0.19(-6) 
16 0.41(-8) 0.24(-7) 0.62(-7) 0.19(-8) 0.19(-8) 0.97(-8) 

Note. 4 < Y < 2; y = 0; I= 3; A(r) = (e(3’2)r, e”, e(5/2)r). 

TABLE VI 

Biharmonic (Helmholtz-Poisson) Equation 

Relative error 

0 0.17(-9) 0.21(-9) - 
1 0.19(-9) 0.13(-8) 0.81(-8) 0.72(-9) 0.17(-8) 0.94(-8) 
2 0.23(-9) 0.16(-8) 0.92(-8) 0.32(-9) 0.17(-8) O.93(-8) 
3 0.30(-9) 0.21(-8) O.ll(-7) 0.28(-9) 0.17(-8) 0.93(-8) 
4 0.31(-9) 0.24(-8) 0.14(-7) 0.25(-9) 0.17(-8) 0.92(-8) 
5 0.24(-9) 0.12(-g) 0.14(-7) 0.25(-9) 0.17(-8) 0.92(-S) 

Note. 4< r < 2; y = 1; A(r) = (e(3/*): $r, e(5/21r); N= 16, 
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TABLE VII 

Comparison of Integral and Dirichlet Conditions 
in the Solution of the Factorized Biharmonic Equation 

Dirichlet conditions Integral conditions 

il 0.2421(-9) 0.2420(-9) 

t : 
0.1280(-8) 0.1280(-8) 
0.1475(-7) 0.1475(-7) 

A, 0.2560(-9) 0.2552(-9) 
A2 0.1724(-8) 0.1724(-8) 
A, 0.9212(-8) 0.9213(-8) 

Note. 5 < r < 2; y = 1; I= 5; A(r) = (e(3/2)r, e”, e(5/2)r); N = 16. 

matrix method [S]. The proposed direct method, which is more efficient, turns out 
to be also more accurate than the influence matrix approach. In Table VI we shovv 
the relative errors of the modes with I= 0, l,..., 5 for the case of the general fourth- 
order equation (4.2), i.e., the Helmholtz-Poisson factorized equation. The errors are 
only weakly sensitive to the value of 1 in the range considered. Table VII compares 
the accuracy resulting from the use of the integral conditions for 6 with the 
accuracy obtainable if the boundary values of c2 and c3 were available. In the 
example considered the relative errors are found to be almost identical. 

All calculations have been performed using double precision arithmetic on a 
UNIVAC 1100/8 1 computer. 

9. CONCLUSION 

This paper provides a method for solving elliptic equations of a vector field in 
spherical regions, spectrally. ‘The numerical results of some test calculations indicate 
that spectral convergence in the approximation of the radial dependence can be 
achieved for the three cases of Laplace, Helmholtz, and biharmonic equations and 
for all types of boundary conditions considered. The most relevant result is that, for 
the case of the vector biharmonic equation in factorized form, as the vorticity-vec- 
tor potential equations for incompressible viscous flows, the use of integral con- 
ditions for the vector modes produces a splitting of the vorticity equations with the 
same structure of the matrix differential operator. In this respect, the paper contains 
the first application of the concept of vorticity integral conditions in a fully vectorial 
context. 

In order to make effective the analysis and the algorithms of this paper in the 
solution of multi-mode and nonlinear problems, efficient methods for evaluating 
transform and anti-transform as well as the nonlinear terms in spherical coordinates 
are required. Owing to the 3D and vector character of the quantities to be 
evaluated, the calculation of nonlinear terms via the interaction coefficients [21-231 



SPECTRALMETHODSFORELLIPTICEQUATIONS 239 

seems prohibitive in terms of both memory requirements and execution speed. Such 
terms can however be calculated efficiently by means of transform techniques, The 
Chebyshev truncated expansion being a cosine series, the well-established FFT 
algorithm can be employed [24], whereas efficient transform techniques for 
spherical harmonics are less standard and still under investigations (see, e.g., for the 
scalar case [25-281 and for an extension to the vector case [29]). Furthermore, 
and very importantly, the transformation algorithm most convenient to perform 
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Substitutions 
Backward substitution for the upper triangular matrix 
x, := x,/c, ; 

:=(x,-l -d,,x,)/c,; 
iii:=*-2 step -1 until 3 

if i=n-3 then xi:=xi--fx,+,; 
~~:=(x~-d~+~x~+~-e~+,x,+,)/c~; 

end 

x :=x,; do j := 3 step 1 until n x :=x - hjxj end; x2 :=x/c,; 
x:=x,; doj:=2 step 1 until nx:=x-gjxjend; x1 :=x/c,; 

Forward substitution for the lower triangular matrix 
x2 .- *-x,-&x,, 
do i := 3 step 1 until n 

xj:=xj-biel Xi-I-aj-2Xi-2; 

end 
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